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ABSTRACT
Traffic prediction is one of the key elements to ensure the safety and
convenience of citizens. Existing traffic prediction models primarily
focus on deep learning architectures to capture spatial and temporal
correlation. They often overlook the underlying nature of traffic.
Specifically, the sensor networks in most traffic datasets do not
accurately represent the actual road network exploited by vehicles,
failing to provide insights into the traffic patterns in urban activi-
ties. To overcome these limitations, we propose an improved traffic
prediction method based on graph convolution deep learning algo-
rithms. We leverage human activity frequency data from National
Household Travel Survey to enhance the inference capability of a
causal relationship between activity and traffic patterns. Despite
making minimal modifications to the conventional graph convo-
lutional recurrent networks and graph convolutional transformer
architectures, our approach achieves state-of-the-art performance
without introducing excessive computational overhead.

CCS CONCEPTS
• Information systems → Sensor networks.
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1 INTRODUCTION
Traffic prediction plays a crucial role in ensuring the safety and con-
venience of citizens by accurately estimating future traffic speed or
volume based on historical patterns from sensor data. Unlike typical
time-series prediction problems, traffic prediction requires inferring
a sensor’s traffic values by leveraging patterns observed in other
sensors. Previous studies have explored various spatiotemporal
models based on Recurrent Neural Networks (RNN) [10, 18, 34, 35]
and Transformer [11, 17, 29], which have shown effectiveness in
time series prediction while incorporating the spatial adjacency
between traffic sensors.

We argue that there still remain key points for improvement:
1. Construction of an accurate graph representation of the

sensor network: Existing studies [18, 34, 35] construct a sensor ad-
jacency matrix based on distance-based proximity. However, these
studies exhibit a deficiency in providing comprehensive justifica-
tion for an adjacency matrix construction methodology. Although
some models [11, 28, 29, 33] have attempted to optimize the adja-
cency matrix by learning from data, they may generate artificial
connections, leading to an inaccurate representation of the sensor
network. For example, in situations where distant traffic sensors
show similar traffic patterns, machine learning models might mis-
takenly deduce a meaningful correlation between them, despite the
absence of any causal relationship.

2. Addressing individual sensor spatial heterogeneity: Each
traffic sensor is situated within a unique built environment, result-
ing in diverse congestion patterns. For instance, congestion due to
rush hour may occur only in specific lanes or sensors. Even in close
locations, different patterns can emerge due to factors such as the
number of sensor lanes, entry and exit lanes, and installation posi-
tions. Fig. 1 illustrates a significant discrepancy in values between
adjacent sensors, where a sensor recording a speed of 44 miles per
hour (mph) could be considered congested relative to neighboring
sensors. While previous work such as [11] has addressed this issue
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Figure 1: Congestion pattern of sensors on specific freeways
in PEMS-BAY dataset (congestion level: red>green>blue).

by leveraging spatial positional encoding for Transformer models,
the primary focus has been on handling positional encoding rather
than normalizing the patterns of individual sensors.

3. Incorporating human activity-based inference for traffic
prediction: Human activities, such as commuting, significantly
influence traffic patterns and can lead to congestion. Previous stud-
ies have incorporated temporal information such as weekday and
time-of-day to capture correlations between time and traffic pat-
terns [11, 17, 36]. While temporal information provides insights
into human activities, it does not establish direct causality, as traf-
fic patterns are influenced by human actions. Indirectly inferring
human actions from temporal information makes it challenging for
models to detect variations in behavior, such as during holidays
or seasonal activity differences, or learn about similar behaviors
occurring at different times.

In this study, we propose a novel solution to address the chal-
lenges of generating realistic vehicle travel trajectories while en-
suring sensor connectivity. We utilize the A* algorithm to generate
these trajectories and derive a sensor adjacency matrix, integrating
them into graph convolutional spatiotemporal models. To accom-
modate the spatial heterogeneity of sensors, we employ a one-hot-
based sensor encoding specific to each sensor, enabling adaptability
to diverse sensor environments. To capture the correlation between
human activity and traffic patterns, we incorporate urban travel ac-
tivity frequencies from the National Household Travel Survey[31]
estimated at the target prediction timestamp. Our approach con-
sists of two spatiotemporal deep learning architectures, namely
UAGCRN and UAGCTransformer, which effectively integrate the
constructed graph on graph-convolutional recurrent neural net-
works and graph-convolutional transformers. Our model surpasses
other baselines and achieves state-of-the-art performance on con-
ventional traffic datasets. We demonstrate the superiority of our
constructed graph by comparing its impact on other spatiotemporal
models. We also show that our sensor and activity embedding ap-
proach can be easily scaled to othermodels, including pure temporal
models such as LSTM[16] and Transformer[32]. We contribute to
the research community by publicly releasing our code, dataset,
and experiment logs.1

2 RELATEDWORK
2.1 Traffic prediction
Recent advancements in traffic prediction have prominently relied
on the remarkable performance of spatiotemporal neural networks.
However, the effective utilization of sensor adjacency matrices re-
mains an ongoing discussion. Baselineworkswhich are DCRNN[18]

1https://github.com/SuminHan/Traffic-UAGCRNTF

and STGCN [34] compute sensor adjacency matrix from distance-
based proximity with Gaussian kernel, and perform graph convolu-
tion with the temporal model to facilitate spatiotemporal learning.
More recently, various researchers have proposed a model architec-
ture that self-trains the sensor adjacency during training, mainly
based on the attention mechanism. ASTGCNN [11] uses spatial
attention matrix to adjust the weights of the adjacency matrix dy-
namically and Graph-WaveNet[33] learns the adjacency matrix in
an end-to-end manner. While GMAN[36] leverages spatiotemporal
embedding based on Node2vec[9] for attention blocks, they still
allow a model to train sensor adjacency during spatial attention.
STEP[29] leverages a Gumbel-Softmax-based trainable adjacency
matrix similar to GTS[28] while leveraging a pre-trained k-nearest-
neighbors (kNN) based adjacency matrix for loss function.

2.2 Urban Human Activity
In the domain of traffic prediction, conventional origin-destination-
based travel forecastingmodels have faced criticism for their limited
understanding of nuanced travel behaviors [22, 25]. In response,
activity-based models, rooted in the inseparable link between travel
and human activities [3, 20, 21, 23, 24], have gained prominence.
These models help to consider factors like individual travel desti-
nations, schedules, and purposes, recognizing that urban residents
engage in daily activities at varying times and locations [4, 13, 19].
To comprehensively grasp population-wide travel behaviors, an
understanding of the urban context, including population distribu-
tion and employment locations, is crucial [12, 26]. The incorpora-
tion of elements from activity-based approaches, such as 24-hour
temporal travel patterns, route preferences, and activity-space con-
straints [8, 15], can further enhances prediction accuracy, bridging
the gap between human activity and transportation modeling.

3 PROBLEM FORMULATION
We begin by formally defining the problem of spatiotemporal traffic
prediction. We introduce a sensor adjacency graph G = (𝑉 , 𝐸,A),
where 𝑉 represents the set of sensors, 𝐸 denotes the set of edges
representing sensor adjacency, and A represents the adjacency
matrix. Hence, 𝑁 = |𝑉 | signifies the number of traffic sensors in the
graph. At each time step 𝑡 , the traffic values of the 𝑁 sensors are
represented by 𝑋𝑡 ∈ R𝑁 . Additionally, we consider the frequency
of urban human activity at time step 𝑡 , denoted as𝐻𝑡 ∈ R𝐾𝐻 , where
𝐾𝐻 indicates the number of categories for human activity.

Our problem is to learn a function 𝑓 that predicts the next 𝑄
timesteps of traffic values, given a historical sequence of 𝑃 timesteps
of traffic values and 𝑃 +𝑄 timesteps of estimated human activity
frequencies 𝐻𝑡−𝑃+1,...,𝑡+𝑄 .

[𝑋𝑡−𝑃+1, ..., 𝑋𝑡 ;G, 𝐻𝑡−𝑃+1,...,𝑡+𝑄 ]
𝑓
→ 𝑋𝑡+1, ..., 𝑋𝑡+𝑄 (1)

4 METHODOLOGY
In this section, we present the methodology employed to address
the traffic prediction problem. Our approach is composed of three
key contributions: refined proximity graph construction, spatial
sensor embedding, and urban activity embedding. These contri-
butions form the foundation for our model architectures, namely
UA-GCRN and UA-GCTransformer, which incorporate the Graph
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Figure 2: The A* algorithm is utilized to generate travel paths
between the origin (red) and the destination (orange), sam-
pled from a grid pair, with different costs of using the free-
way: the ideal shortest path (blue), and paths that make
greater use of the freeway (pink, cyan). The gray markers
represent the traffic sensors, which do not necessarily appear
on the generated travel paths (in METR-LA).

Convolutional Recurrent Network (GCRN) and attention-based
Graph Transformer, respectively, as illustrated in Fig.3 and4. The
term UA denotes the combination of sensor embedding (SE) and
activity embedding (AE) added to the input of the encoder and
decoder, to distinguish our approach.

4.1 Graph Construction
4.1.1 Travel path generation. We partition the region in which
traffic sensors are located into a grid of size 𝑁 (Grid)

𝐻
× 𝑁 (Grid)

𝑊
. To

generate plausible paths for each pair of grid regions, we employ
the A* algorithm [14], resulting in a set of paths, M (𝐺𝑒𝑛) . The
A* algorithm efficiently explores the search space by combining
uniform cost search and greedy best-first search. It selects the edge
with the minimum cost as it progresses. In the A* algorithm, the
cost of the next step movement is determined by the distance of the
road, enabling the identification of the shortest path. By applying
a coefficient to the cost of freeways during path generation, less
than 1, we can obtain multiple paths with varying levels of freeway
usage (see Fig.2).

4.1.2 Sensor Adjacency Matrix Construction. Firstly, we define the
distance between two sensors, 𝑣𝑖 and 𝑣 𝑗 , taking into account the
road direction that can be traveled by car. Here, 𝑖, 𝑗 ∈ 1, ..., 𝑁 repre-
sent the sensor indices. In our research, traffic sensors are installed
on one-way freeways where sensors can be reached in consecutive
sequences. As a result, the distance matrix is directed, implying
that dist(𝑣𝑖 , 𝑣 𝑗 ) ≠ dist(𝑣 𝑗 , 𝑣𝑖 ).

To construct the adjacency matrix, we apply a Gaussian filter
to the distance values. The distance-based proximity matrix be-
tween sensors 𝑣𝑖 and 𝑣 𝑗 is computed as 𝐴(𝐷 )

𝑖 𝑗
= exp

(
− dist(𝑣𝑖 ,𝑣𝑗 )2

𝜎2

)
if dist(𝑣𝑖 , 𝑣 𝑗 ) < 𝜅 else 0. While previous works [18, 34] leveraged

X'
(P, N, D)

AE (P, 1, D)

SE (1, N, D) SE (1, N, D)

Zero
(Q, N, D)

AE (Q, 1, D)

(2)

copy stateDual-walk
GCRN (encoder)

Dual-walk
GCRN (decoder)

Prediction
(Q, N, 1)

z-score norm

X (P, N, 1)
Our Proximity Graphs

(Forward/Backward)

Linear

Linear

z-score denorm

(3)

(1)

Figure 3: Model Architecture (UA-GCRN)

standard deviation 2 for 𝜎 and encountered ambiguity in selecting
𝜅 , we consider the specific characteristics of the traffic data. Taking
into account the average traffic speed of approximately 60 mph (see
Tab. 1) and an average distance traveled of 5 miles every 5 minutes
(1 time-step), we set 𝜎 to 5 miles. Furthermore, we choose 𝜅 to be
80 miles, representing the maximum distance that can be covered
within one hour (12 time steps), which aligns with the observed
maximum speed.

Next, to incorporate generated travel trajectories, we calculate
the co-occurrence-based[30] adjacency matrix 𝐴(𝑆 )

𝑖 𝑗
, which mea-

sures the likelihood of paths between sensor nodes as follows:

𝐴
(𝑆 )
𝑖 𝑗

=
# paths 𝑣𝑖 , 𝑣 𝑗 co-appear in M (𝐺𝑒𝑛)√︃

# paths 𝑣𝑖 appears × # paths 𝑣 𝑗 appears in M (𝐺𝑒𝑛)
(2)

To obtain the final adjacency matrix to be used for graph convo-
lution, we apply element-wise multiplication of the distance matrix
and the co-occurrence matrix as A = A(𝐷 ) ⊙ A(𝑆 ) .

4.2 Sensor Embedding
Each traffic sensor is situated within a unique built environment,
resulting in distinct meanings in the actual traffic speed values.
However, obtaining reliable sensor metadata to understand these
variations is currently limited. To overcome this challenge, we adopt
a similar strategy as described in [11], which involves the use of
𝐷-dimensional sensor embeddings (SE) generated through one-hot
encoding of the 𝑁 sensors. By incorporating these sensor embed-
dings, into the input of the encoder and decoder of our models, we
can account for the individual characteristics of each sensor.

4.3 Activity Embedding
Urban human activity, driven by diverse travel purposes, signifi-
cantly contributes to traffic congestion [4, 5]. To capture the tempo-
ral variations in human activity, we construct the activity frequency
based on a weekly pattern derived from the National Household
Travel Survey [31], as depicted in Fig. 5. This allows us to create
a representation 𝐻𝑡−𝑃+1,...,𝑡+𝑄 ∈ R𝐾𝐻 that captures the estimated

2The measured standard deviations of distances are 4.97 miles (METR-LA), 3.93 miles
(PEMS-BAY), and 6.92 miles (PEMSD7) respectively. However, it is important to note
that the specific 𝜎 value can significantly fluctuate depending on the measured dis-
tances between sensors, which can potentially challenge the previous approach.
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Figure 5: Urban human activity frequencies from the Na-
tional Household Travel Survey for Activity Embedding.

human activities for households at timestamp 𝑡 −𝑃 +1, ..., 𝑡 +𝑄 . Sub-
sequently, we first normalize the activity frequency with standard
deviation, and is transformed into a 𝐷-dimensional activity embed-
ding using a two-stacked dense layer followed by a normalization
layer. To incorporate activity embedding into our models, we in-
clude AE𝑡−𝑃+1,...,𝑡 to the input for the encoder, and AE𝑡+1,...,𝑡+𝑄 to
the input for the decoder by addition, along with sensor embed-
dings. This allows our models to leverage the contextual activity
information in both the encoding and decoding stages.

4.4 Deep Neural Network
In this section, we present UA-GCRN and UA-GCTransformer as the
fundamental models that embody our proposed approach. However,
variations of our models, such as UA-LSTM and UA-Transformer,
can be implemented without utilizing graph convolution while still
considering sensor and activity embedding. To leverage the con-
structed graph, we introduce dual-walk graph convolution. Addi-
tionally, we explore the application of dual-walk graph convolution
in two different temporal deep learning methods: recurrent neural
network (RNN) and Transformer.

4.4.1 Dual-walk Graph Convolution. We utilize a dual-walk graph
convolution approach that combines both diffusion and reverse
processes. This involves performing a multi-graph convolution
using forward walk, backward walk, and the identity matrix. The
motivation behind employing dual-walk convolution is to address
traffic congestion that can occur in both directions due to traffic
waves [7]. The dual-walk graph convolution is equivalent to a
single-step dual-walk diffusion convolution, which was initially
proposed in [18], expressed as follows:

𝑔𝜃G𝑍
(𝑙+1) = [𝜃1 (D−1

𝑜𝑢𝑡A) + 𝜃2 (D−1
𝑖𝑛 A𝑇 ) + 𝜃0 (𝐼 )]𝑍 (𝑙 ) (3)

Here, 𝜃0, 𝜃1, 𝜃2 represent trainable variables, and D𝑜𝑢𝑡 and D𝑖𝑛 are
out-degree and in-degree diagonal matrices of A, respectively. Ad-
ditionally, we can efficiently perform sparse-matrix computations
as our adjacency matrix is sparse.

4.4.2 Graph Convolutional Recurrent Network. We apply dual-walk
graph convolutional on GCRN [18, 27] as illustrated in Fig. 3. Our
UA-GCRN module is equivalent to single-step dual-walk diffusion
of DCRNN with sensor and activity embedding. The reason for
employing a single-step instead of a multi-step approach, is due to
the incorporation of well-engineered sensor connectivity within
our graph structure, rendering the multiple diffusion unnecessary.
This is experimentally demonstrated in Sec. 6.2.2. Moreover, a single
GCRN module still can accumulate graph convolution of each time
step to enable multi-step prediction.

4.4.3 Graph Convolutional Transformer. The Transformer archi-
tecture [32] has achieved remarkable performance in language
modeling tasks, leading to various attempts to adapt its structure
for other domains. However, recent studies have relied on learnable
positional encoding or learnable graph computation techniques
[6, 17, 29, 36]. Interestingly, no existing model has successfully
demonstrated the effectiveness of a basic Transformer on traffic
prediction, without graph self-learning or modification in posi-
tional encodings. In our UA-GCTransformer model, we adopt the
original Transformer architecture and utilize sinusoidal positional
encoding to distinguish input and output sequence orders as Fig. 4.
Additionally, we incorporate dual-walk graph convolution in each
encoder and decoder layer, similarly in [11]. This approach explores
the potential of language modeling while leveraging the power of
graph convolution.
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Table 1: Data statistics (B.C.: Normalized Betweenness Cen-
trality). *PEMSD7 only contains weekdays.

METR-LA PEMS-BAY PEMSD7*

# sensors (𝑁 ) 207 325 228
Mean (mph) 54 (±20) 62 (±10) 59 (±13)
Data size 34,249 52,093 12,652
Start time Mar/1/2012 Jan/1/2017 May/1/2012
End time Jun/30/2012 May/31/2017 June/30/2012

# OSM roads 75,046 36,987 122,201
𝑁

(Grid)
𝐻

× 𝑁 (Grid)
𝑊

9×13 (2mi.) 9×9 (2mi.) 8×12 (3mi.)
|M (𝐺𝑒𝑛) | 105,361 46,205 66,510

Legacy Adj. NNZ 1,722 (4.0%) 2,694 (2.6%) 8,100 (15.6%)
Our Adj. NNZ 8,575 (20.%) 12,628 (12.0%) 7,135 (13.7%)
Mean B.C. Ours 3.04 × 10−3 2.48 × 10−3 3.32 × 10−3

Figure 6: Traffic sensors (red markers) along with OSM free-
ways (blue paths) and the corresponding freeways where the
traffic sensors are located (green paths) in PEMS-BAY. The
partitioned grid is also represented with dark green squares.

5 EXPERIMENTAL SETTING
5.1 Data Description and Preprocessing
We provide a description of the datasets used in our study and the
corresponding preprocessing steps. Table 1 presents the statistics
of datasets, including the number of nonzero weights (NNZ) in
the adjacency matrix, and the mean betweenness centrality of our
adjacency graph.

5.1.1 Traffic Datasets. We utilize three well-known traffic datasets:
METR-LA [18], PEMS-BAY [18], and PEMSD7 [34]. These datasets
contain information about traffic speeds recorded by sensors, as well
as the original sensor adjacency matrix provided by the authors.

5.1.2 Open Street Map (OSM) Dataset. To accurately match the
sensor locations to the corresponding roads, we leverage Open
Street Map[2] data for the regions covered by the METR-LA, PEMS-
BAY, and PEMSD7 datasets. We observed that the locations of some
sensors do not align precisely with the OSM roads. In such cases, we
updated the latitude, longitude, and freeway details of those sensors
using the Caltrans Performance Measurement System (PeMS) [1].

5.1.3 Urban Activity Dataset. To incorporate urban human activ-
ity information, we extracted data from the National Household
Travel Survey [31]. This dataset contains 828,438 travel surveys
that include information about travel start and end times, as well as

Figure 7: Adjacency Matrix Visualization: Legacy, Co-
Occurrence Adjacency, and Final Graph in PEMSD7.

the mode of transportation (including car usage). We constructed
an activity frequency histogram with a 5-minute resolution and
smoothed pattern with a Gaussian filter (sigma=2) and used it as an
input for activity embedding in our model. The number of activity
categories is 𝐾𝐻 = 9 and is described in Fig. 5.

5.1.4 Travel Path Generation. We conduct the travel path gener-
ation as illustrated in Sec. 4.1.1. We partition the area around the
sensors into square grids of 2-3 miles, including padding, resulting
in 𝑁 (Grid)

𝐻
× 𝑁 (Grid)

𝑊
grids. For (𝑁 (Grid)

𝐻
× 𝑁 (Grid)

𝑊
)2 pairs of grids,

we attempt to generate a travel path using the A* algorithm. We
perform this process 5 times with 3 different freeway costs (1.0,
0.9, 0.8 multiplied to freeway road length) for each grid pair as de-
scribed in Fig. 2, resulting in a maximum of 15 roads being created3.
As a result, we can generate M (𝐺𝑒𝑛) travel paths to construct our
co-occurrence and distance-based adjacency matrix. As an example,
the adjacency matrix of PEMSD7 is visualized in Fig. 7.

5.2 Evaluation Setup
In our experiments, we evaluate MAE (Mean Absolute Error), RMSE
(Root Mean Square Error), and MAPE (Mean Absolute Percentage
Error) at 3, 6, and last (12 in METR-LA, PEMS-BAY, 9 in PEMSD7)
step of prediction.

We utilized the following parameter settings: a batch size of 32,
a hidden embedding dimension4 𝐷 of 64, and the Adam optimizer
with an initial learning rate of 0.01. We employed a patience of 5 for
early stopping and reduced the learning rate to 1/10 after 2 trials.
For the Transformer models, we employed 8 attention heads, a key
dimension of 8, a total dimension of 64, and stacked 3 layers.

6 RESULTS
6.1 Performance Comparison
We have selected several baselines for comparison with our pro-
posed UAGCRN, UAGCTransformer. The baselines include5: Last
Repeat, LSTM, Transformer[32], DCRNN[18], GTS[28], STGCN[34],
Graph Wavenet (GWNet) [33], GMAN[36], STEP[29].

Additionally, we also compare our proposed models with two
variants: UA-LSTM and UA-Transformer. These variants leverage
activity and sensor embeddings but do not incorporate graph con-
volutions, enabling us to evaluate the impact of graph utilization.

3Note that there can be cases where a path is not established.
4Dimension of 64 is a frequently employed choice for DCRNN, GTS, and GMAN.
5Although we considered Traffic Transfomer[6] for its state-of-the-art performance,
we encountered difficulties in finding a reliable dataset or test logs. We assume there
might be confusion in metrics such as averaging over multiple time steps.
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Table 2: Forecasting error in METR-LA, PEMS-BAY, PEMSD7 datasets. † represents the model leveraging our co-occurrence
and distance-based adjacency matrix. ∗ represents the model self-trains the sensor adjacency. Best and second best results are
represented as BOLD and underline.
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RMSE 11.13 7.66 7.65 6.59 6.61 6.45 6.30 6.25 7.24 6.22 6.34 5.97 6.08 6.04
MAPE 12.2% 10.7% 10.6% 9.1% 9.1% 8.80% 8.38% 8.41% 9.57% 8.37% 8.35% 7.96% 8.10% 8.08%

60
m
in MAE 6.80 4.90 4.88 3.56 3.54 3.60 3.56 3.46 4.59 3.53 3.40 3.37 3.35 3.34

RMSE 14.21 9.68 9.67 7.55 7.52 7.59 7.52 7.31 9.40 7.37 7.21 6.99 7.12 7.02
MAPE 16.7% 14.9% 14.8% 10.6% 10.7% 10.50% 10.15% 9.98% 12.70% 10.01% 9.72% 9.61% 9.68% 9.65%

PE
M
S-
BA

Y

15
m
in MAE 1.60 1.45 1.45 1.32 1.33 1.38 1.29 1.34 1.36 1.30 1.34 1.26 1.30 1.30

RMSE 3.43 3.16 3.16 2.82 2.85 2.95 2.72 2.83 2.96 2.74 2.82 2.73 2.73 2.76
MAPE 3.2% 3.0% 3.0% 2.8% 2.8% 2.90% 2.69% 2.82% 2.90% 2.73% 2.81% 2.59% 2.71% 2.75%

30
m
in MAE 2.18 1.98 1.98 1.63 1.63 1.74 1.62 1.66 1.81 1.63 1.62 1.55 1.61 1.61

RMSE 4.99 4.61 4.61 3.77 3.78 3.97 3.68 3.78 4.27 3.70 3.72 3.58 3.68 3.70
MAPE 4.7% 4.5% 4.5% 3.7% 3.7% 3.90% 3.62% 3.77% 4.17% 3.67% 3.63% 3.43% 3.62% 3.64%

60
m
in MAE 3.05 2.72 2.71 1.89 1.88 2.07 1.92 1.95 2.49 1.95 1.86 1.79 1.87 1.86

RMSE 7.01 6.28 6.27 4.41 4.40 4.74 4.45 4.43 5.69 4.52 4.32 4.20 4.37 4.33
MAPE 6.8% 6.8% 6.7% 4.5% 4.4% 4.90% 4.52% 4.58% 5.79% 4.63% 4.31% 4.18% 4.39% 4.36%

PE
M
SD

7

15
m
in MAE 2.49 2.35 2.37 2.13 2.13 2.21 2.10 2.21 2.25 2.31 2.30 2.09 2.05 2.06

RMSE 4.65 4.48 4.51 4.03 4.12 4.21 3.98 4.16 4.04 4.44 4.39 3.99 3.87 3.93
MAPE 5.7% 5.5% 5.5% 5.1% 5.1% 5.14% 4.91% 5.15% 5.26% 5.41% 5.66% 5.00% 4.85% 4.86%

30
m
in MAE 3.51 3.31 3.33 2.71 2.69 3.01 2.75 2.95 3.03 3.26 2.71 2.66 2.61 2.59

RMSE 6.77 6.49 6.53 5.37 5.49 5.96 5.45 5.74 5.70 6.41 5.35 5.37 5.20 5.22
MAPE 8.3% 8.1% 8.1% 6.9% 6.9% 7.43% 6.85% 7.43% 7.33% 8.11% 6.87% 6.80% 6.56% 6.50%

45
m
in MAE 4.31 4.05 4.10 3.01 2.98 3.59 3.19 3.47 3.57 4.63 2.99 2.95 2.92 2.90

RMSE 8.32 7.89 7.99 6.10 6.13 7.14 6.39 6.78 6.77 8.81 5.94 6.03 5.90 5.91
MAPE 10.4% 10.3% 10.3% 7.9% 7.8% 9.18% 8.24% 9.06% 8.69% 12.40% 7.70% 7.74% 7.58% 7.48%

6.1.1 Forecasting error. Tab. 2 presents the results of comparing
various baseline models with our proposed models (UAGCRN and
UAGCTransformer). On the header of the table, † represents the
model leveraging our co-occurrence and distance-based adjacency
matrix, and ∗ represents the model self-learns the sensor adjacency,
which are GTS, GWNet, GMAN, and STEP.

Overall, the proposed models, UAGCRN and UAGCTransformer,
consistently outperform the major spatiotemporal baselines across
all three datasets and various time intervals. Moreover, thesemodels
outperform UALSTM and UATransformer, indicating that incorpo-
rating graph convolutions significantly improves the accuracy of
traffic forecasting models.

We further evaluate the effectiveness of our graph construction
approach by comparing DCRNN, DCRNN†, and GTS6, which share
the same architecture. Notably, we observed that DCRNN† outper-
forms GTS, particularly on the PEMS-BAY and PEMSD7 datasets.

6Results from [29] due to issues with GTS: https://github.com/chaoshangcs/GTS/issues

The superior performance of DCRNN† can be attributed to the fact
that GTS considers all potential sensor connections, often resulting
in biased predictions. We also noticed this issue of trainable graph
adjacency in GWNet, as it exhibits significant errors on the PEMSD7
dataset. The sensor networks in the PEMSD7 dataset have higher
betweenness centrality (Tab. 1), indicating that the graph structure
provides more valuable information compared to other datasets.
These complexities in sensor adjacency may also contribute to the
lower performance of the STEP model compared to our approach,
as STEP relies on a data-driven approach that may not accurately
capture the intricate sensor relationships.

Moreover, our proposed UA approach, which includes SE and AE
components, significantly improves the performance of purely tem-
poral models (LSTM and TF). UA-LSTM and UA-Transformer sur-
pass other spatiotemporal baselines such as DCRNN, GTS, STGCN,
GWNet, and GMAN on the PEMS-BAY and PEMSD7 datasets. This
observation suggests that by incorporating (𝑃 +𝑄) × 𝑁 types of
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(a) METR-LA (UA-GCRN, UA-GCTransformer) (b) METR-LA (UA-LSTM, UA-Transformer)

(c) PEMS-BAY (UA-GCRN, UA-GCTransformer) (d) PEMS-BAY (UA-LSTM, UA-Transformer)

(e) PEMSD7 (UA-GCRN, UA-GCTransformer) (f) PEMSD7 (UA-LSTM, UA-Transformer)

Figure 8: Ablation Test (RMSE) of our modules – Our Graph(G), SE, AE.

inputs, which include both sensor index and urban activity con-
text, our models are able to distinguish between different sensor
inputs and capture distinct activity contexts. This comprehensive
input representation empowers our models to generate accurate
predictions for multi-step traffic forecasting tasks.

However, we observe limited improvement of Transformer over
LSTM and UAGCTransformer over UAGCRN. This can be attributed
to the fact that traffic prediction involves relatively short time-series
steps, unlike in the case of large language models, where Trans-
formers excel. Consequently, RNN models continue to perform well
in this domain.

Although our proposed models, UAGCRN† and UAGCTF†, are
outperformed by STEP on the METR-LA and PEMS-BAY datasets,
STEP utilizes very long patches of input (e.g. 𝑃 = 228 × 7) and
complex transformer architecture which allows it to capture more
complex and intricate patterns. This approach results in a heavier
model that can handle larger contextual information, as it shows
better performance in longer timesteps. Despite the performance
difference, our models still demonstrate potential for improvement,
which will be explained in Sec. 6.2.3. On the other hand, we believe
that studying STEP’s architecture and mechanisms can provide
valuable insights to advance the state-of-the-art in related models.

6.1.2 Computational Cost. We conducted a comparison of the com-
putational cost for each model in their default settings in Tab. 37. In
order to ensure a fair comparison we leverage the default settings

7Tab. 2 is based solely on the original author’s implementation, while Tab. 3 is intended
for evaluating computational time under same learning framework (TensorFlow2) and
GPU (RTX3090), batch size, and early stopping condition.

of each model such as DCRNN with 3 diffusion steps, GMAN with
𝐿 = 5. We were unable to precisely measure the computational cost
of STEP[29] under the same environment. However, during our
experiments of STEP with the PEMSD7 dataset (2.7 times smaller
than METR-LA), each epoch took approximately 3.5 minutes to
train using 3 TITAN RTX GPUs. The total training time was ap-
proximately 5 hours. The result shows that UAGCRN outperforms
other models in terms of computational cost and training time.

Table 3: Computational cost of METR-LA under the same
environment. The number of stacks is 𝐿 = 5 in GMAN and
𝐿 = 3 in UAGCTF†, while DCRNN, UAGCRN† do not have
stacked architecture (𝐿 = 1).

DCRNN GMAN UAGCRN† UAGCTF†
# Params 353,025 714,049 174,401 842,177

Train (m:s/ep.) 2:35 4:39 42s 4:26
Total Epochs 26 19 24 17

Total train time 1:12:03 1:34:41 0:18:36 1:21:04

6.2 Ablation Study
6.2.1 Effectness of Graph, AE, SE. The results of the ablation test
for each module are presented in Fig. 8. Specifically, Fig. 8a,8c,8e
demonstrate the performance improvement of UA-GCRN and UA-
GCTransformer when using our graph compared to the legacy
graph. These results indicate that our graph contains more traffic-
related knowledge regarding sensor correlation. Although the en-
hancement looks marginal when both the SE and AE modules are
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given under the same conditions, it still highlights the potential for
performance improvement in less common situations.

Furthermore, Fig. 8b,8c,8f showcase the effectiveness of each SE
and AE module on temporal-only models, specifically UA-LSTM
and UA-Transformer. The performance improves as these modules
are integrated. Notably, the impact of the AE module is more signif-
icant than the SE module, likely due to traffic patterns exhibiting
a stronger correlation with human activity. Additionally, incorpo-
rating the SE module to account for sensor spatial heterogeneity
further enhances performance. When both SE and AE modules are
integrated, the resulting performance surpasses that of DCRNN in
the PEMS-BAY and PEMSD7 datasets.

6.2.2 The number of diffusion steps of DCRNN with our graph.
Figure 9 depicts the results of UADCGRU† obtained by applying the
SE and AE to the DCGRU model using our graph while modifying
the diffusion steps. In contrast to the original findings discussed in
[18] which suggested a demand for approximately 3 diffusion steps,
our results show that increasing the graph connectivity information,
along with activity and sensor data, can lead to worse performance.
We analyze that vehicles do not follow a random walk pattern, and
the vehicle travel pattern is already adequately captured in our
constructed graph.

Figure 9: Performance degradation in UADCGRU† as the
number of diffusion steps (K) increases.

6.2.3 Comparison of Timestamp Embedding and Activity Embed-
ding. Various models have employed different approaches to incor-
porate timestamp information. For example, in DCRNN, the time
of day is included as an additional input channel8. In this ablation
study, we compared timestamp embedding (TE), which are gener-
ated from a vector space {0, 1}7+12×24 (one-hot concatenation of
weekday and time-of-day) and ingested in a 2-stacked dense layer
with a normalization layer to capture weekly and daily periodicity,
similar to [17, 36], with AE.

Tab. 4 shows the comparison results of UAGCRN† with TE or
AE, indicating that TE exhibited a slight improvement over AE,
performing almost as well as STEP in the METR-LA and PEMS-
BAY datasets, and outperforming AE in the PEMSD7 dataset. The
performance improvement of the TE over the AE can be attrib-
uted to the lack of analysis of localized activity patterns of each
city when we estimate human activity frequency which is derived
from national surveys. This aspect suggests that future studies
should consider accurately inputting AE, such as localized activity
estimation considering demographics and urban function.

On the other hand, relying on one-hot timestamp information
results in less explainability due to its discrete nature, unlike con-
tinuous activity information. Additionally, it may pose limitations
8Not mentioned in the paper, but in the code: https://github.com/liyaguang/DCRNN

Table 4: Ablation study of UAGCRN† and UAGCTF† by re-
placing AE with timestamp embedding (TE). Best and second
best results are represented as BOLD and underline.

STEP UAGCRN† UAGCTF†
TE+SE AE+SE TE+SE AE+SE

M
ET

R-
LA

MAE3 2.61 2.62 2.64 2.63 2.63
RMSE3 4.98 5.00 5.09 5.09 5.07
MAE6 2.96 2.94 2.97 2.95 2.96
RMSE6 5.97 5.97 6.08 6.05 6.04
MAE12 3.37 3.31 3.35 3.35 3.34
RMSE12 6.99 7.02 7.12 7.10 7.02

PE
M
S-
BA

Y

MAE3 1.26 1.28 1.30 1.28 1.30
RMSE3 2.73 2.69 2.73 2.72 2.76
MAE6 1.55 1.60 1.61 1.59 1.61
RMSE6 3.58 3.63 3.68 3.66 3.70
MAE12 1.79 1.88 1.87 1.86 1.86
RMSE12 4.20 4.38 4.37 4.37 4.33

PE
M
SD

7

MAE3 2.09 2.02 2.05 2.04 2.06
RMSE3 3.99 3.81 3.87 3.88 3.93
MAE6 2.66 2.56 2.61 2.57 2.59
RMSE6 5.37 5.14 5.20 5.16 5.22
MAE9 2.95 2.88 2.92 2.89 2.90
RMSE9 6.03 5.88 5.90 5.88 5.91

in scalability when accounting for seasonal effects in long-term
datasets, while our datasets are deal with only a fewmonths (Tab. 1).
Nevertheless, we can still take advantage of the AE-based UAGCRN
model for its superior explainability.

6.3 Case Study
Fig.10a and Fig.10b present a case study illustrating the superior
performance of UA-GCRN† with our graph, sensor, and activity
embeddings. In both cases, the legacy graph includes incorrect
connections that cannot be reached from the target sensor, which
causes wrong predictions.

In the METR-LA dataset (Fig. 10a), UA-GCRN† achieves better
congestion prediction even without sensor and activity embeddings
by accurately establishing connections between roads. This high-
lights the effectiveness of our approach in constructing the graph,
which significantly improves the model’s performance.

Furthermore, in the PEMS-BAY dataset (Fig. 10b), we observe
that UA-GCRN† performs even better when provided with activity
input. In this case, a high frequency of work activity is included
in the historical sequence, and possible shopping activity in the
future sequence, which helps the model there can be consequent
congestion in the prediction steps. The results demonstrate the
additional benefit of incorporating activity information into the
model, further enhancing its performance.

6.4 Sensor Reactions Based on Activity Input
We examine how sensors react differently when provided with
different activity information. We conducted tests by setting all
sensors to a speed value of 30 mph during the P sequence while
varying the activity input, as illustrated in Fig. 11. The choice of 30
mph is for testing whether congestion would increase or alleviate
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(a) METR-LA, outperforms with our graph (ID: 716339)

(b) PEMS-BAY, outperforms with our graph with AE (ID: 400688)

Figure 10: Case study: UAGCRN onMETR-LA and PEMS-BAY.
Activity labels follows Fig. 5. The target sensor (red), forward
connected sensors (green), backward connected sensors (blue)
are represented with colored markers on the map. Erroneous
connections are found in legacy graphs.

when the road capacity is full. We conducted two predictions of the
next 15 min, pred1 and pred2, by providing activity information for
the morning rush hour (6:35 to 8:20) and the evening commuting
time (16:45 to 18:30), respectively.

Our findings revealed that sensors exhibited different behaviors
based on the given activities. This discrepancy is due to varying
levels of road utilization associated with specific activities. Notably,
even when the same traffic values are given to the model, our model
predicted distinct patterns as it had learned the sensor’s typical
response patterns corresponding to future activities. Overall, these
analyses highlight the importance of incorporating sensor embed-
ding while inserting activity information into traffic prediction
models, as it leads to a better understanding of sensor reactions
and enhances the accuracy of congestion predictions influenced by
urban human activity.

7 DISCUSSION
Our current research focuses on enhancing activity-based traffic
prediction models that consider spatial and temporal factors while

Figure 11: Sensor Reactions Based on Activity Information
with UAGCRN (Red/Green: more/less congestion)

incorporating travel purposes. However, there are notable areas for
refinement. To enhance the realism of travel paths, it is essential to
account for travel demands over time by integrating real-time data
such as transportation and social media, enabling accurate inference
of road-specific travel demands. Additionally, insights from land use,
points of interest, and demographics can deepen our understanding
of travel purposes and traffic patterns. Moreover, employing traffic
simulation for synthetic data generation offers the potential to
uncover nuanced traffic behaviors beyond our current A* algorithm-
based approach. Exploring this dynamic route choice behavior using
established transportation research and AI techniques could yield
more effective predictions. By refining our methodology in these
areas, future research can enhance the accuracy and applicability
of our models, allowing us to understand better and predict traffic
patterns in urban areas.

8 CONCLUSION
In conclusion, our research highlights the advantages of integrating
real-world knowledge of urban human activity into spatiotempo-
ral traffic prediction models. We propose a novel approach that
effectively addresses the challenges of accurate graph construc-
tion, individual sensor heterogeneity handling, and human activity-
based inference. Our proposed method incorporates realistic travel
path generation with A* algorithm, co-occurrence and distance-
based sensor connectivity measures, sensor-specific one-hot encod-
ing, and human activity embedding into graph-convolution-based
spatiotemporal deep learning architectures. Experimental results
demonstrate the effectiveness of our approach, surpassing other
baselines and achieving state-of-the-art performance on real-world
datasets. The insights gained from this study contribute to a bet-
ter understanding of traffic patterns influenced by urban human
activity, opening up avenues for further advancements in traffic
prediction.
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